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See also Hoffman et al. (Chinchilla), which has 𝑛 ∝ 𝑓0.5,

𝑛 =number of samples. 𝑓 =number of flops

THE SCALING HYPOTHESIS



TALK PLAN

Part 1: The Power law Random features 
model

Part 2: The role of the nonlinearity

Part 3: Scaling laws for the linear model

• In which we can see many different behaviors of SGD

Part 4: What can change a scaling law?



DESIGNING A 
MODEL…ART 3: 
COMPUTE OPTIMAL 
SCALING LAWS

Suppose 𝑋 is a latent data vector in ℝ𝑣.

We access an embedding of 𝑋 into ℝ𝑑 , by 
𝜎(W⊤𝑋) for 𝑊 ~ 𝑁(0, 𝐼𝑣 ⊗ 𝐼𝑑/𝑑).  

The targets are computed in the 

latent space: ො𝜎( 𝑋, መ𝛽 ).

We fit the linear model ⟨𝜃, 𝜎(𝑊⊤𝑋)⟩ with 1-
pass SGD, MSE loss.



𝑋 ∼ 𝑁(0, Σ) with  Σ𝑗𝑗 = 𝑗−2𝛼

• Observable

• Real-world

መ𝛽𝑗 = 𝑗−𝛽 . 

• Artificial

• Phenomenological

SOURCE

Capacity

Larger 𝛼, 𝛽 ⇒ Lower complexity

Power law data-geometry

Ren, Nichani, Wu, Lee ‘25 Arous, Erdogdu, Vural, Wu ‘25
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FINEWEB-EDU-(UNTRAINED-EMBEDDING LAYER)

The Independent Jane: 

For all the love, romance and scandal in 

Jane Austen’s books, what they are really 

about is freedom and independence. 

Independence of thought and the freedom 

to choose. Elizabeth’s refusal of Mr. 
Collins offer of marriage showed an 

independence seldom seen in heroines of 

the day. Her refusal of Mr. Darcy while 

768-dimensional (GPT2-small)

 

Gaussian embedding

Condition on the token T

Return embedding of token (T-1)
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QUESTION
Suppose your data 𝑋 ∈ ℝ𝑣 has power law covariance.

What is the distribution of 𝜎(𝑊⊤𝑋) for a Gaussian matrix 𝑊?

Capponetto & De Vito ‘05, ’07 (and therein); Bach ’17; Bahri ‘21,

‘Zipf-law’ of word distribution (1920s-30s)





The eigenvalues of 

𝐾(𝑊) = 𝔼𝑋( 𝜎 𝑊⊤𝑋 ⊗ 𝜎 𝑊⊤𝑋 ) 

satisfy for all 1 ≤ 𝑗 ≤ 𝑐0𝑑

𝑐1

log𝑝−1(𝑗 + 1) 

𝑗

2𝛼

≤ 𝜆𝑗 𝐾 𝑊 ≤ 𝑐2

log𝑝−1(𝑗 + 1) 

𝑗

2𝛼

With probability tending to 1 as 𝑑 → ∞.

𝑐_𝑗 are nonrandom constants depending on 𝛼, 𝑝.

2510.xxxxx

With Yizhe Zhu (USC)

And Keliang Xiao (McGill)

•𝜎 𝑥 = 𝑥𝑝, 𝑝 ∈ ℕ.

•2𝛼 > 1.

•𝑋 is normally distributed with variances 𝑗−2𝛼 in ℝ𝑣 with 𝑣 > 𝑑. 

(𝑣 = ∞ is allowed).

•𝑊 is 𝑁 0, 𝐼 ⊗ 𝐼/𝑑 ∈ ℝ𝑑 × 𝑣 



PROOF IDEA
𝜎 𝑥 = 𝑥2

1. Reduce to dominant kernel terms

𝐾 𝑊 = 𝔼𝑋  𝜎 𝑊⊤𝑋 ⊗ 𝜎 𝑊⊤𝑋

𝐾 𝑊 𝑖𝑗 ≈ 𝑊𝑖, Σ𝑋𝑊𝑗
2

= ⟨𝑊𝑖
⊗2, Σ𝑋

⊗2𝑊𝑗 
⊗2⟩

 2. Do head-tail decomposition 

Σ𝑋
⊗2 = 𝐻𝜖 + 𝑇𝜖 

𝐻𝜖 keeps all directions larger than 𝜖
𝑇𝜖 ⊥ 𝐻𝜖

Bartlett, Long, Lugosi, Tsigler ‘20

Lin, Wu, Kakade, Bartlett, Lee ’24

3. In the head, we can reverse  

𝑊𝜋⊤𝐻𝜖𝑊𝜋 → 𝐻𝑊𝜋⊤𝑊𝜋 𝐻

Then 𝑊𝜋⊤𝑊𝜋 ≈ 𝐼𝜋𝑑

5. Spectrum matches that of 

Σ𝑋
⊗2 up to multiplicative constants.  

4. Bound the tail in norm like 

𝑂 𝜖   



CONCLUSION

Spectrally, polynomial nonlinearity does very little.

Open Qs: so so many

Learning theory..

Non-polynomial..

Universality..





SLOPE EVOLUTIONS ACROSS LAYERS (GPT2)

Init After training
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THE POWER LAW RANDOM FEATURES MODEL
Parameters

Latent Dim. 𝑣

Embedding Dim. 𝑑

Data (‘Source’) Complexity. 1/𝛼

Target (‘Capacity’) Complexity. 
1/𝛽

min
Θ

{𝑅 Θ ≔
1

2
𝔼 Θ, 𝑊⊤𝑋 − ෠𝛽, 𝑋

2
}. 

𝑊 ~ 𝑁(0, (𝐼𝑣 ⊗ 𝐼𝑑)/𝑑). 

𝑋 ∼ 𝑁(0, Σ) with  Σ𝑗𝑗 = 𝑗−2𝛼

መ𝛽𝑗 = 𝑗−𝛽 . 

Maloney, Roberts, Sully ‘22

Bahri et al. ‘21

Defillipis, Loureiro, Misiakiewicz ‘24

This work: 

𝑃𝑎𝑞𝑢𝑒𝑡𝑡𝑒⊗2, 𝑋𝑖𝑎𝑜, 𝑃𝑒𝑛𝑛𝑖𝑛𝑔𝑡𝑜𝑛 ′24 



Q

How do the power law 
exponents effect the 
loss curves in the linear 
model in one-pass SGD?



LOSS CURVES OF ONE-PASS GAUSSIAN SGD
1. Streaming SGD: For iid samples: 

Θ𝑘+1 = Θ𝑘 − 𝛾 𝑊
⊤𝑋𝑘+1( Θk, 𝑊⊤𝑋𝑘+1 − መ𝛽, 𝑋𝑘+1 )

2. Our main object of interest:

𝜓 𝑘 ≔ 𝔼𝑋 𝑅 Θ𝑘

 𝑅 Θ ≔
1

2
𝔼 Θ, 𝑊⊤𝑋 − 𝛽, 𝑋 2 }. 

3. Gaussian SGD for LR satisfies:

 𝜓 𝑘 ≔ 𝔼𝑋 𝑅 Θ𝑘  

𝜓 𝑘 = 𝐹 𝑘 + 𝒦 ∗ 𝜓 𝑘
• 𝐹(𝑘) is (approximately) the loss under 

mean gradient descent

• 𝒦(𝑘) is the risk curve of 1 unit of variance 

of SGD noise

• 𝒦 ∗ 𝜓 is the convolution:

• 𝒦 ∗ 𝜓 𝑘 = σ𝑟 𝒦 𝑘 − 𝑟 − 1 𝜓(𝑟) 



RELATING 𝐹, 𝒦  TO 
THE DETERMINISTIC 
EQUIVALENT

Two weighted deterministic equivalents 𝜇𝐹 , 𝜇𝒦  so 

that 

𝐹 𝑘 ≈ ׬
0

∞
1 − 2𝛾𝑧 + 2𝛾2𝑧2 𝑘  𝜇𝐹 𝑑𝑧  

𝒦 𝑘 ≈ ׬
0

∞
𝛾2 1 − 2𝛾𝑧 + 2𝛾2𝑧2 𝑘  𝜇𝒦 𝑑𝑧  

𝜇𝐹 𝑑𝑧 = lim
𝜖→0

ℑ

𝜋
⟨ መ𝛽,

Σ 

Σ 𝑚 𝑧 + 𝑖𝜖 − 𝑧
መ𝛽⟩ 𝜇𝒦(𝑑𝑧) = 𝑧2 lim

𝜖→0

ℑ

𝜋
𝑇𝑟

1

Σ 𝑚 𝑧 + 𝑖𝜖 − 𝑧



FOR THE DETERMINISTIC EQUIVALENT:

𝜓 𝑘 = 𝐹 𝑘 + (𝒦 ∗ 𝜓) 𝑘 .

Suppose 𝛾 is at most half the convergence threshold.

There is a constant 𝐶 = 𝐶 𝛼, 𝛽  so that for all 𝑘

𝐹 𝑘 + 𝒦 ∗ 𝐹 𝑘 ≤ 𝜓 𝑘 ≤ 𝐹 𝑘 + 𝐶 𝒦 ∗ 𝐹 𝑘 .

Hence it suffices to understand the rates of decay of F, K.

“Kesten’s Lemma”



Target complexity
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y

Gradient Noise 

Domination Line

High-dim. target

line𝐹 𝑘 ≍𝛾 𝐹0 𝑘 + 𝐹𝑝𝑝 𝑘 + 𝐹𝑎𝑐(𝑘)

𝒦 𝑘 ≍𝛾 𝐾𝑝𝑝(𝑘)

Phase diagram determined by

disappearance of terms.

𝜓 𝑘 ≍

I. 𝐹0 𝑘 + 𝐹𝑝𝑝 𝑘

II. 𝐹0 𝑘 + 𝐹𝑝𝑝 𝑘 + 𝐹𝑎𝑐(𝑘)

III. 𝐹0 𝑘 + 𝐹𝑝𝑝 𝑘 + 𝐹𝑎𝑐(𝑘) 

+𝐾𝑝𝑝(𝑘)

IV. 𝐹0 𝑘 + 𝐹𝑝𝑝 𝑘 +  𝐾𝑝𝑝(𝑘)



UNIVERSAL 
SCALING REGIME

Compute optimal 𝑑∗

argmin
𝑑

𝜓
𝑓

𝑑
; 𝑑, 𝑣, 𝛼, 𝛽

𝑑∗ ∝ 𝑓 ⇔ 𝑛 ∝ 𝑑

Derived empirically for 

language models in Hoffman 
et al. ‘22 (Chinchilla)



TALK PLAN
Part 1: The Powerlaw Random features model

• Phenomenological model of scaling laws

Part 2: Theory for loss curves (Volterra equations, SDEs, and 
more)

• Quadratic models

Part 3: Compute optimal scaling laws for streaming SGD on 
random features

• In which we can see many different behaviors of SGD

Part 4: What can change a scaling law?



DOES THE MODEL MATTER FOR THE SCALING LAW?

Yes, but less than you might expect..

Kaplan et al. 2020 Beck et al. 2024 “xLSTM” 



DOES THE 
ALGORITHM 

MATTER FOR THE 
SCALING LAW?

Yes, but all out-of-the-box 

algorithms are the same..



Momentum can change the scaling laws, 

but only if the hyperparameters are 

chosen problem-aware.

Joint with: Ferbach, Everett, 

Paquette, Gidel. ‘25

Stay tuned…
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