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Goal recover r orthogonalspikes v va S Il for Mnoisy observations
of the form
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where we RN P have i i d sulGaussian entries p 2 and dis in are

the signal to noise ratios SNRSI Assume pand 1 are known

To solve thisproblem gradientflow Langevindynamis and online SGD on

the objective function defined by Gaussian maximum likelihood
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changemush

here Exil 12h IRN is constrained to the Stiefelmanifold
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Expanding ECX we obtain
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where

mij X Ni Kj is theconslation between v and nj



Upon appropriatecontrolof the noise can study autonomous low dimensional 1

dynamis on the mijCA ici je effectivedynamics

large bodyof recent works on singleand multi index models used as templates

to understand high dimensional non convex optimization Wehadwonderfultalks

by Ankush summary statistir with Reza Gerard etc talksby
membersof Florent'sgroup talk by Eshaan and collaborators wonderfullectureby
Bruno its

In multi index case many works use various oracle modificationsofdynamic
and focus on achieving positive correlation with the targetsubspace

Here simplemodel but try tounderstand entire dynamers precisely more modest than

two layerneural
understand fined points no oraclemodification

network
perfect recovery Mr 1 0111 V

recoveryof a permutation xp 1 041Vosp whatpermutation

recovery of thegood subspace dist XXIWT 0f11

recovery of a rank deficient subspare

withwhat time andsample complexity startingfromuninformative initialization

Background thesingle spike tensor PCAproblem

Reuven NE Sd GI fromnoisy observations of theform
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For p 2 matrix PCA Johnstone 2001 for p 3 introduced by Montanari α
Rinhard 2014 For firstordermethods curvatureoflandscape is themarin abstaile
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is enough conjecturedNP fullbatch



theoreticalcomputer science α statisms four
degres polynomials sum of squares

whatie hard to compute with whatalgorithm whatmethod isoptimal in whatsense

Hopkins ShiaSteuer 20153 Perry Weir Bandeira2020 Mention talksbyffff
probability andmathematicalphysics static and dynamiral questions on high

dimensional random landscapes complexity ofcrimalpoints behaviourof
Langevindynamics on such landscapes etc Links with spinglasstheory
BenArous Mei Montanariand Niza 19 BenArous Jagannath Gheissari 2070

provedNP for full batch gradientflow
statistial physics similar to the above using different heuristic methods

Sasao Urbani KrzakalaαZdeborova 2020 important tomentionmultispihrextension
harder

Here no searchfor an optimalalgorithm i e low degreepolynomials on
spectralmethod again sandlonto understand high dimensional non convex

optimization

Bash to themultisphe tensor PCAproblem

Gradientflow Maybedo thispart in theend

Recall amf H G QQ
Strain

Gradient flow
1H PsgECXH

6 X U statut invariant measure on Stiefel

where
PspECKHI DECCH XCXTPYCXIN XTDECX



is the orthogonal projectionof the Eulidian gradient DC KH en the tangentspare

Ist I r The main focusof thistalk willbe en online stochastirgradientdescent
but let'sgive a fewprécisions on gradientflow

1H PstHQ PstOK

then mij H CI PstHo j Vi PssQQ j

Standard approach is to found the noise by usinguniform concentration on the

gradient to bound psyPgny PstHokke gives the wrong mponent NP To prove

NP for full batch gradientflow need time dependent bound on Cvi PrMoXj
adapt bounding flow methodof BAG520 20 3 tomultispike rase

firstpaper with Gerard Vanessa Langevin gradientflow

Interesting bunks with DAFT moreofinterest to probabiliste happy to talkabout

I more after

Focus now on online SGD for restof the talk

Online SGD

Single sample cost function LCXCH ECKHI with M 1

CHI RXCH SNPALCKH
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where

PspECKHI DECCH XCXTPYCXIN XTDCX

is the orthogonal projectionof the Eulidian gradient DC KH en the tangentspare

I St f1,11 and RxU is the polarretraction i e
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Remake similarto Claire's talh remember on thesphere
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Project Eulédiangradient on tangent space exit themanifoldby taking a finite step
back to themanifold with theretraction Bookby NBoumal Optimization ou

smoothmanifolds

Forclarityof exposition focus on the initialquadrant where mij 01 0 for all
I Li j f1 Denote this normalizedvolumemeasure StuH 11

Remake can generate a sample from U Star12,11 with

X XX and has i i d entries

In highdimension can roughly consider theoverlap matrix

M VTX as i i d WC f random variables

Ta state our main result we firstneed a definition

Definition Greedy maximum selection

Let A didjmif X1 je
IR Wedefine thepains411 ji Ê



relursively as

CIE jh argman Ah Jij
ici j r ch il

where Ah is obtained byremoving the rows it if and the columns

j JE from A Greedy maximum selection of A IT 591 II 511

For p 3 we then havethe following result willdo p z if time permits

Theorem X H StuGirl If M logNN the online SGD with step

size Sn log N N produces an estimator Xp sit for all he Er

Imigji A 1 1

Ramah

always recover a permutation
theorem is asymptote but very robust to finiresizeeffets finitesize in papent
perfectrecoveryof the SNRs are well separated

Sketch of proof
Outputofonline SGD at time t

Xt Rx SNPssXXm

Xa i SNPHLCX.li4 II SN'DsL2Kr ft TDgrLXm Y4

Xr_ SNPaLCX YM higherorder terme in Su
need tobecareful to controlthese



Correlations evolve according to

mij tt Ni Ok j SNCFDSLAM f4

mij H mij lol SNÉ Cri PstLXe 1

Mij o SNÉCvi PrHEX1 j SNÉLT PortoKei

Falfa
of order SnÈ VanECKDstHExe 533

governsthe sample complexity by balancing with init signal

proofmethod pioneered in Tonα Vershymin 29 13165121

Upon controllingthe noise Ian focus on population lynamers

Here pop dyn reads

mini mini
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Howdo we analyze this In similarfashion to U S A one an showthat

for Xo U Stt 1 we have for all 1 i j r

mij
o NI whip mention restriction to

2 8111 1

Then mean initialization we can write

mij In priijmif1H

so that for ps 3



mij 1H mi 10 I paldidjmi10787

We now write
mij d II for some Kjofarderone

Then the first hitting time of mij 7E is given by

I'll 1 CE1
didjlp 215j.FI

The hey observation is to see that for any ij i j if
didjmij.to etEldridgemij o for some Sof order one then

Mij reathes Σ before Mij can escape its original
scale i e

mij TE

Theis
Mij will trigger the surrection term on miji Migbefore it can move too

much and send it decreasing near zero Since the tp are roughly iid

standardnormal canalways find an ordering of the didymij o verifying
a sufficientseparation Thus largestdidjmij.to

P will rise eliminate all those

sharing a line and column index and so on and soforth Drawing on blackboardsmall fluiterations

Reh partitioning à E T E insufficient here needsequenieofhitting tim

T inf 7,0 mij X Ça for suitable sequenie MCNI

sharpercontrol on all error terme showstabilityoforderingdefinedbyGMS

adds a logarithmes factor from strongMarkov union bound



show simulation explain that there are smaller fluctuations thatneed to be
controlled remind presenceof thenoise Simulations for two directions thenformort

Forp 2

Theorem

Assume X A Stn12,11 and di dit Et ki for ki 0 ofonder 2 Ef
M log N N K Î Sn logent_ N_ Ê then forall ie Er

1mi Gril 15 1

reach the globalminimizes mention Brockett costfunctionandstablemanifold

sequentialelimination hander to show all mij esapethescaleof à
more sensitive to finite sizeeffect

if all d's ans equal monotone dynamers on eigenvaluesof G MTM subspace

recovery

If time showsimulationsfor p 2 andgiveintuition on thebounding flow


